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Odor cues:

Developing a Modular Maze to Assess Cognitive Flexibility

• Cognitive flexibility, the ability to adapt to changing environments, is 
mediated by the medial prefrontal cortex (mPFC)

• Tasks such as extradimensional rule shifting are robust for detecting 
impairments in cognitive flexibility but lack temporal and spatial 
resolution during the decision-making process

• We sought to establish a novel navigation-based assay for cognitive 
flexibility using an automated feeding device (FED) and a LEGO-based 
maze with paths that can be changed across sessions

Overview

• Psilocybin may acutely increase divergent decision-making by promoting choices that were not 
previously reinforced

Future Directions

Mice Navigate Less Optimally When the Environment has Changed Summary

• Examine how choices at decision nodes 
vary based on recent reward history

• Measure latency and time spent at each 
decision node to capture hesitation or 
deliberation

• Head-turning behavior and backtracking 
events quantified to assess exploratory 
versus goal-directed strategies and levels 
of uncertainty

• Sex differences in cognitive flexibility and 
navigation patterns will be explored to 
determine differences in distinct 
behavioral strategies or neural pathways

• Psilocybin may acutely increase divergent decision-making by promoting choices that were not 
previously reinforced
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Extracting Neural Dynamics from LFP Recordings
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• Established the modular LEGO maze as a 
potential behavioral assay to assess 
cognitive flexibility

• Designed the task to capture rule-shifting 
relevant metrics, including perseverative 
errors and random (exploratory) errors

• Mice rely on familiar but less efficient 
routes when the maze configuration is 
modified and a new optimal path is 
available

• Integrated DREADDs manipulation, LFP 
recordings, and optogenetic inhibition

Exploring  Chemogenetic Inhibition During Task Adaptation
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Extradimensional Rule Shift Task 

LEGO Modular Labyrinth
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